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Real-time first principle simulations are presented of the D2 Coulomb explosion dynamics detonated by exposure
to very intense few-cycle laser pulse. Three approximate functionals within the time-dependent density
functional theory (TDDFT) functionals are examined for describing the electron dynamics, including time-
dependent Hartree-Fock theory. Nuclei are treated classically with quantum corrections. The calculated results
are sensitive to the underlying electronic structure theory, showing too narrow kinetic energy distribution
peaked at too high kinetic energy when compared with recent experimental results (Phys. ReV. Lett. 2003,
91, 093002). Experiment also shows a low energy peak which is not seen in the present calculation. We
conclude that while Ehrenfest-adiabatic-TDDFT can qualitatively account for the dynamics, it requires
further development, probably beyond the adiabatic approximation, to be quantitative.

I. Introduction

Time-dependent density functional theory1 (TDDFT) is
emerging as a useful tool for simulating the dynamics of
electrons in molecules.2-28 Combined with the Ehrenfest mo-
lecular dynamics approach,20,29-31 one obtains a potentially
powerful method for studying processes under strong electronic
excitations. Yet, due to lack of appropriate experiments, the
theory has not been sufficiently well tested. In this paper we
discuss experimental results that can be used to study combined
electron-nuclear dynamics under strong laser field conditions.
We focus on Coulomb explosion experiments32-38 detonated
by short and intense laser pulses, as recently reported.33 The
pulses rapidly double-ionize the molecules, shattering them into
positively charged fragments which then recede under the
influence of the Coulomb repulsion. We simulate the experiment
in real time using a first principles approach (i.e., no adjustable
parameters) founded on two major approximations. The nuclear
dynamics is treated using classical mechanics, with the electron-
nuclear force derived from the instantaneous mean electron-
nuclear Coulomb potential. We also correct classical dynamics,
to some degree, by sampling the initial conditions from an
approximate (i.e., Gaussian) Wigner distribution corresponding
to the initial vibrational ground-state. The second approximation
involves the description of the electron dynamics within
approximate time-dependent density functionals. One benefit
of the approximation is that it is essentially from first principles
and includes no prejudice as to the mechanism of the ionization
and the nuclear motion.

We chose to treat the simplest case, that of an ultrashort (<10
fs) very intense (>1015 W cm-2) infrared laser pulse applied to
a small molecule, such as D2. This set of conditions are reported
in the recent experiments of Legare´ et al.33 This system is a
prototype for developing methods to study the fusion induced
by Coulomb explosion in large deuterium clusters.39,40 In this
regime of pulse strength and pulse duration, it is expected that

nonsequential double ionization is a major dissociation chan-
nel.33,41,42Furthermore, in such experiments, the short time it
takes to ionize the electrons is expected to suppress many of
the intricate electron-nuclear coupling effects, as was shown43

for 5 fs pulses in the case of H2
+. Despite this apparent

simplification, we find that considerable nuclear motion exists
(D-D distance extending by as much as 3a0, depending on
initial conditions) during the ionization process. This makes the
present experimental setup a sensitive probe of the resulting
electron-nuclear dynamics, enough to compare and differentiate
between time-dependent density functional theories.

In this work, we examine three TDDFT functionals. The first
is the simplest TDDFT approach, the adiabatic local density
approximation (ALDA). The second functional is the time-
dependent Hartree-Fock (TDHF). For two electrons in an initial
singlet state TDHF is a density functional theory. There are
two issues which account for the difference between these
approaches: electron correlation and self-interaction. ALDA
accounts (approximately) for electron correlation. Yet, it suffers
from self-interaction. TDHF ignores correlation altogether, but
has no spurious self-interaction. A recent study of the exact
exchange-correlation potential in a one-dimensional model for
the strong field ionization of the Helium atom44 revealed that
derivative discontinuities45 have an important role in a correct
description of the observed nonsequential double ionization.42,46

However, ALDA cannot account for derivative discontinuities.
This is mainly because ALDA includes spurious self-interaction.
As noted above, TDHF does not suffer from self-interaction.
Yet, since it completely neglects electron correlation, it has been
shown to lead to incorrect results of nonsequential ionization
as well as overestimating the tunneling rate under strong laser
intensities.47 This prompts us to use a third functional, the
recently developed density functional, the Baer-Neuhauser48

γ ) 1 (BN1). In a time-dependent context, we call it the
adiabatic BN1 (ABN1) functional. This functional does not
suffer from long-range self-repulsion and it incorporates ground-
state correlation effects similar to that of ALDA.

The final conclusion of this paper is that while the experiment
is sensitive to the underlying electron dynamics model, the
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functionals we try do not successfully account for the experi-
mental results. We attribute this failure to the fact that the
calculations exhibit much too high double ionization rate. This
is somewhat similar to the case of strong field ionization of
He.47 However, the failure has other sources, as discussed in
the summary.

We first describe the theoretical and numerical method in
section II. We then present, in section III, the results of an
archetypal run using TDDFT and the kinetic energy distribution
of the exploding nuclei calculated within the adiabatic local
density approximation (ALDA). In section III.B, we present the
results of the simulation with two additional TDDFT functionals.
A discussion of the results is given in 0.

II. Theory

A. Ehrenfest Molecular Dynamics within TD-ALDA. An
ab initio study of the laser-molecule interaction under fully
realistic conditions is still beyond our reach. Our approach
therefore starts by an approximation that theNN nuclei of the
molecule can be treated classically. The total force on nucleus
I (I ) 1, ...,NN) is composed of the mutual Coulombic repulsion,
theaVerageelectronic attraction, and any external homogeneous
electric fieldE (due to a laser or static field):

wheren(r ) is the electron density at pointr and RI, ZI are,
respectively, the position and charge of nucleiI. In all formulas
we use atomic units,e2/4πε0 ) 1, p ) h/2π ) 1, andµe ) 1,
wheree, µe, ε0, andh are respectively the electron charge, mass,
the vacuum permittivity, and Planck’s constant.

The Born-Oppenheimer ground-state potential surface is
computed using the local density and local spin-density ap-
proximations (LDA and LSDA).49,50 We now briefly outline
the LSDA. LDA is obtained by constraining the equality of spin-
up and spin-down densities. The electronic density is assumed
to be represented by Kohn-Sham (KS) orbitalsψn,s(r ), n ) 1,
..., Ne/2 (Ne is the number of electrons, assumed to be even),
ands ) v,V designates the spin of the orbital:

The total electronic density is the sum of spin densities:

The orbitals are obtained from the KS equation:49

Here and throughout the paper atomic units are used. Where
the spin-polarized effective potentialVs(r ) depends on the
density:

whereV+ (r ) is the potential energy due to interaction with the

nuclei:

VH[n](r ) in eq 2.5 is the repulsive electrostatic potential energy
due to interaction of an electron with the electronic charge
densityn(r ) ) nv(r ) + nV(r ):

Finally, the exchange-correlation (XC) potential is given by

whereεXC(n) ) εX(n) + εC(n) is the XC energy per particle of
the homogeneous electron gas (we use forεX and εC the
parametrizations of ref 51). We have also tested other XC
potentials, as described below. Equation 2.4 must be solved self-
consistently with eqs 2.2 and 2.5. Once this is achieved, the
Born-Oppenheimer energy curveVad({R}). In the present case,
the molecule studied isD2 and the potential curve only depends
on the distance between the two nuclei, thus we denote it as
Vad(R).

Next, we discuss the dynamics of the nuclei and the electrons
in the molecule under the influence of a homogeneous electric
field pulse of durationT and frequencyω given by

In the present calculation we usedE0 ) 0.28 Eh, T ) 17.2 fs
andω ) 0.056Ehp-1 in accordance with one of the experiments
of Legaréet al.33

To compute the ensuing dynamics, we use the Ehrenfest
molecular dynamics approach,52,53 leading to the following
equation of motion for the nuclei:

We have also added corrections for quantum effects, by
sampling the initial conditions for this equation from the ground-
state vibrational wave function of Deuterium.

The time dependent electron densityn(r ,t) is calculated using
time-dependent density functional theory, in the adiabatic local
spin-density approximation.1 This is done by solving the time-
dependent Kohn-Sham equations:

whereVs is given in eq 2.5. The real-time approach to ALDA
has been shown to be a useful tool for analyzing a variety of
molecular electron dynamics problems.2,7,54-57 Recently, new
methods were developed for including nonadiabatic58 effects
in the exchange correlation effects.59-62

Ehrenfest molecular dynamics (EMD) approach was evaluated
by Uhlmann et al.63 for a setting similar to ours. They studied
H2

+ ionization by strong electric pulse, for which full quantum
mechanical results exits.64 One conclusion of their study was
that EMD is impressively accurate for strong laser fields, once

FI[{R},E,n] ) ∑
J*I

ZIZJ

|RJ - RI|3
(RJ - RI) -

∫ n(r )
ZI

|r - RI|3
(r - RI) d3r + ZIE (2.1)

ns(r ) ) ∑
n)1

Ne/2

|ψn,s(r )|2, s ) v,V (2.2)

n(r ) ) nv(r ) + nV(r ) (2.3)

-1
2
∇2ψn,s + Vs(r )ψn,s ) εn,sψn,s (2.4)

Vs[n;{R};E](r ) )
VH[n](r ) + V+ (r ;{R}) - E‚r + VXC[n](r ), (2.5)

V+ (r ;{R}) ) -∑
I)1

NN ZI

|r - RI|
(2.6)

VH[n](r ) ) ∫ n(r ′)
|r - r ′| d3r′ (2.7)

VXC[n](r ) ) d
dn

[n(r )εXC(n(r ))] (2.8)

E(t) ) ẑE0 cos (ωt) × {sin2(πt
T ) t < T

0 otherwise
(2.9)

MIR2 I(t) ) FI[{R(t)}, E(t), n(t)] (2.10)

i
∂ψn,s(r ,t)

∂t
)

-1
2
∇2ψn,s(r ,t) + Vs[n(t), {R(t)}, E(t)](r )ψn,s(r ,t), (2.11)
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the electron is properly described by a large enough Gaussian
basis set. In our study, we use a grid for describing the electronic
wave function and we do not expect any such basis set problem.

B. Time-Dependent Hartree-Fock Calculations.The TD-
DFT method described in the previous section can be easily
modified to accommodate the time-dependent Hartree-Fock
calculations. One need only replace the exchange correlation
potential of eq 2.8 by the Hartree-Fock exact exchange
operator, which in the present 2-electron singlet context is
nothing more than the potential:

C. ABN1 - A Functional Without Long-Range Repulsion.
The self-repulsion in LDA prevents the functional from describ-
ing correctly the derivative discontinuities in the exchange
correlation potential.65 This problem also extends to time-
dependent ALDA and was recently shown to have an important
role in correct description of ionization processes in helium.44

The time-dependent Hartree-Fock method does not suffer from
this drawback. However, it completely neglects correlation.
Recently a DFT functional was developed that does not have
long range self-repulsion, accounting correctly for the asymptotic
potential and for derivative discontinuity.48 We refer to this
functional as ABN1.

The functional is described here, referring the reader to ref
48 for explanation of the method. The XC potential of the ABN1
functional is given by

where the explicit nonlocal exchange (which for 2 electrons
takes the form of a potential) is

Hereγ is a parameter of the functional, which assumes the value
γ ) 1a0

-1. Furthermore, in eq 2.13εXC
γ (n) ) εX

γ (n) +
ηγ(γrs)εC(n), where εc(n) is the LDA correlation energy per
particle51 and the factorηγ(γrs) (rs

3 ) 3na0
3/4π is the Wigner-

Seitz radius) is given by

This form forηγ and the value of the parameters,C ) 1.6976,
B ) 12.8 ensures correct asymptoticrs f ∞ andrs f 0 limits.
The low-density behavior ofη is determined from an analogue
of Wigner’s theory for low-density gas of particles interacting
by a screened Coulomb potential66 and the high-density limit,
is based on correlation energy estimates given in ref 67. The
parametersAγ

i , i ) 0, ..., 4 are determined using Monte Carlo
calculations, as described in ref 48. Forγ ) 1a0

-1 and 0.8a0
-1

they are given in Table 1. Finally,εX
γ is the local exchange

energy of a screened Coulomb interacting gas of particles, based
on ref 68:

wherekF is the Fermi momentum of the HEG,kF ) (3π2n)1/3

and:

We have recently proved69 that γ can take values from a
continuous range of values. Thus, while the choice ofγ is
arbitrary, takingγ ) 1 or 0.8a0 hardly affects the results.

D. Implementation Issues and Parameters.The Kohn Sham
(or TDHF) eqs 2.11 are implemented using a plane-waves
basis70,71and pseudopotentials,72 with cutoff energy of 30Eh, a
cubic cell size of size 36a0. The calculation consists of a single
orbital, i.e., closed shell zero spin.73 A fifth-order adaptive
Runge-Kutta method74 was used to evolve the electron density
in time. The position and velocity of the nuclei (eq 2.10), was
updated using the velocity-Verlet method, with time step of∆t
) 0.5pEh

-1. Typically, the electronic time-step is much lower
(by a factor of about 20) than the nuclear time-step.

To remove the outgoing electron flux, which is rendered
“ionized”, an absorbing complex potential75 is placed in the
asymptotic directions. The form of the imaginary potential is
as follows: W(r ) ) w(x) + w(y) + w(z), with w(x) defined by

The parameters are given by:n ) 3, a ) 7a0, andη ) 3.8 ×
10-4Eh.

We have made extensive checks that the results shown are
well converged, in space by increasing box size and grid-point
density, in time by checking the propagator time-step and in
terms of the absorbing potential parameters.

III. ALDA Results

A. Archetypal Run. Let us first study in detail the results
from a single case considered “Archetypal”. The archetype set
of initial conditions describes a molecule aligned along the
electric field polarization (zaxis); the nuclei start with zero initial
velocity at the separationReq corresponding to the minimum of
the adiabatic potential surfaceVad. The electrons start from their
Kohn-Sham ground-state orbitals at this nuclear configuration.
The field E(t) ) E(t)ẑ is then switched on and the resulting
dynamics is followed numerically.

At t ) 0 the field is turned on and starts to shake the electrons,
exciting and subsequently rapidly ionizing them. We monitor
the electron flux through a plane situated atz ) 6a0 (parallel to
thex-y plane) as a function of time. This rate is shown in Figure
1a. The flux is highly correlated with the electric field. Ionization
starts att ≈ 3 fs and ends att ) 9 fs when most electronic
density is far enough from the nuclei (in practice most flux
reaching a distance larger than 8a0 is absorbed by the complex
potential). An interesting feature is the small amount of
recollision, i.e., negative flux through the plane, meaning that
the high harmonic generation yield is expected to be small.
Another noticeable effect is the small sharp peaks in the flux at
t ) 7.7 to 8pEh

-1. These peaks occur when the D-D distance

TABLE 1: Parameters Aγ
i in Eq 2.15 for Two Values ofγ

i γ ) 1a0
-1 γ ) 0.8a0

-1

0 5.37708359 4.32761343
1 -2.22492999 -1.79674968
2 0.14024288 0.18079773
3 7.09028096 2.53111942
4 15.67508416 23.05256819

ε̃X
γ [n] ) -

3kF

4π
H(γ

kF
), (2.16)

H(q) ) 1 - q2

6
- 4q

3
tan-1(2q) + q2

24
(12 + q2) ln ( 4

q2
+ 1)
(2.17)

w(x) ) {-(1 + i)η(|x| - a)n a e |x| e L/2
0 otherwise

(2.18)

Vx(r ) ) -1
2
VH(r ) (2.12)

VXC
γ [n](r ) ) d

dn
[n(r )εXC

γ (n(r ))] + VX
γ (r ), (2.13)

VX
γ (r ) ) -1

2∫ n(r ′)e-γ|r-r ′|

|r - r ′| d3r′ (2.14)

ηγ(x) ) C

Aγ
0 + Aγ

1x + x2
+ B

Aγ
2x3 + Aγ

3x3/2 + (Aγ
4 - ln x)x

(2.15)
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is around 2a0, and they are probably due to resonances that
enhance ionization.

In Figure 1 (right panel), we show the integrated flux in the
positive and negative directions of thez axis. The results for
the two channels will depend sensitively on the phase of the
laser. However, the sum of the two channels will not.

Because of the short time duration needed to achieve full
ionization, one wonders if the nuclei have enough time to move
at all. The simplest approximation then would be to assume
they are stationary during the ionization. This would give an
upper estimate of the final kinetic energy per nuclei (at the bond
distance ofR ) 1.42a0) equal to the Coulomb repulsion energy
Erep ≈ 9.6 eV. The Legare´ et al. experiment33 shows however
that the final kinetic energy of the deuterium nuclei is around
6.5 eV. This means that the nuclei moved considerably during
the ionization process. Indeed, under the conditions of the
experiment, the situation is radically different from ordinary
chemical conditions. Once a large part of the electronic cloud
is torn away from the molecule, the force of repulsion between
the nuclei is very strong. We define aneffectiVe force of
repulsion between the deuterium nuclei using the computed
relative acceleration

whereµ is the reduced mass. This force, as a function of nuclear
distance is compared with the bare Coulomb force of repulsion
in Figure 2c. In this calculation Since the force is computed
for a pair of atoms starting in the equilibrium point, it is zero
at the initial bond length. As the laser is switched on, the force
is seen to be completely repulsive. At distances close to the
ground-state minimum this is no surprise, the electric field
initially excites electrons to the repulsive excited-state potentials
of D2. As the field strengthens the amount of excitation quickly
dominates (before ionization sets in) and the force between the
nuclei becomes even more repulsive. This phenomenon is a type
of “bond softening”, reminiscent observed in H2

+,76 for weaker,
longer (and optical) pulses. The effective force is repulsive
(positive) throughout the Coulomb explosion process. It contains
oscillations which are due to the oscillating nature of the
electronic motion, in response to the electric field. In Figure
2c, we also see a clear correlation between the repulsive nature
of the force and the instantaneous value of the electric field. It
seems that the repulsive force increases when the electric field
intensity is maximal since then electrons are effectively pushed

out of the inter-bond region. For example, in the D-D distance
range of 2.3a0 and 2.5a0, the effective force is practically equal
to the bare Coulomb force, indicating that most of the electronic
density has been pushed out of the inter-bond region. Subse-
quently the laser intensity dies off as the electric field changes
its sign and some electronic density returns to screen and weaken
the bare Coulomb force. By the time the nuclei reach a distance
of 3.2a0, the probability of electrons being in the bond region
is zero (ionization complete) and the force is purely a Coulomb
repulsion.

We plot the distance between the two D nuclei as a function
of time in Figure 2b. It is seen that the distance grows
monotonically with time. Initially the growth is slow. After about
5 fs the appreciable ionization sets in and detonates the explosive
nature of the process Ionization is more or less complete att )
9 fs, i.e., when the nuclei are at a distance ofR ≈ 2.6a0.

A useful way to determine the final kinetic energy is to
evaluate the “effective energy” of the exploding nuclei

whereµ is the reduced massM/2. Eeff converges to the final
kinetic energy much faster than the bare kinetic energy. This is
seen in Figure 2c, whereEeff/2 (the average energy per nucleus)
is practically converged to the final kinetic energy per D value
of 7.6 eV att ≈ 8 fs, close to the completion of ionization.

Since the molecule is symmetrical and initially neutral, the
kinetic energy of the center of mass (CM) motion is small when
compared to the relative kinetic energy. In Figure 2d, we show
the temporal CM kinetic energy. Up tot ) 5 fs there is almost
no interaction between the center of mass and the electric field,
because the molecule is by large neutral. Subsequently, ioniza-
tion sets in and the center of mass is affected by the laser field,
experiencing oscillatory kicks. As the pulse dies out, the
remaining CM kinetic energy is basically zero, thus not
contributing in any essential way to the kinetic energy of the
ionic fragments.

B. The D+ Kinetic Energy Distribution. In the previous
subsection, we described in some detail the Coulomb explosion
of an archetype case. To compare to experiment, we need to
perform additional runs, sampling the quantum nature of the
initial vibrational state (we assume the D2 molecule is in its
vibrational ground-state prior to the pulse). Assuming the nuclei
explode along their molecular axis, the polarization axis angle

Figure 1. (a) Rate of electron crossing a plane perpendicular to thez-axis atz ) 6a0 as a function of time (solid). Also shown, are the electric field
(dotted) and the D-D distance (dashed). (b) Ionization vs time. About 99% of ionization is achieved in thezdirections. Results are for the archetypal
run.

Eeff ) 1
2

µṘ2 + 1
R

, (3.2)

Feff ) µR̈ (3.1)
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is determined in experiment by adjusting the angle between
polarization and mass-spectrometer. The effect of initial bond
length and initial momentum on the final D+ kinetic energy is
shown in Figure 3a. The results are surprising. The most evident
feature is that the final kinetic energy becomes smaller when
the bond length is shortened. Intuition would have it that if the
nuclei are closer, the final kinetic energy should be larger. If
ionization was extremely fast, then the final kinetic energy per
D+ when the bond length is 1.1a0 would be 12.4 eV, while for
a bond length of 1.42a0 it is 9.6 eV. A plausible explanation
for the behavior seen in Figure 3a is that the ionization rate is
greatly reduced when the bond length is smaller. However, as
seen in Figure 3b this cannot be: exactly the opposite happens!
The ionization rate when the bond is compressed is noticeably
larger. Something else is happening. The puzzle is solved by
noticing that ionization does not start promptly when the pulse
is turned on. Because it takes time for the field to reach a high
value, ionization starts only 4 fs after the pulse is turned on.
During this time, the compressed bond, starting atR0 ) 1.1a0

has time to relax and even stretch. This can be seen in Figure
3c. By the time ionization starts at 4 fs, the compressed bond
length has become a stretched bond length at an extension of
1.8a0. This accounts for the fact that the compressed bond yields
smaller kinetic energy. During the explosion, the ionization as
a function of the instantaneous bond length is shown in Figure
3d for the two initial bond lengths. It is seen that the ionization
is higher at small bond lengths for theR0 ) 1.42a0 trajectory,

when compared to that starting atR0 ) 1.12a0. This is the cause
for the higher final kinetic energy.

The kinetic energy distribution is obtained by selecting the
initial conditions at random from the Wigner distribution
corresponding to theV ) 0 vibrationalD2 wave function. We
assume the wave function is a Gaussianψ(R) ∝ exp[-(1/2σ2)-
(R- R0)2], with R0 ) 1.42a0 andσ ) 0.189a0, these parameters
are a fit to the vibrational wave packet of the D2 potential curve
calculated using the LDA functional.

C. Effect of Orientation and Rotation. The experimental
setup33 is such that (ideally) only molecules aligned with the
field polarization direction make it to the detectors. Of course,
a small deviance from this is possible, however, and we have
made simulations to ensure that the results presented above do
not change appreciably when the angle between the molecular
axis and the polarization changes a little.

Besides orientation, there may also be an effect of rotational
motion during the explosion. However, this is negligible, as we
now explain. First, we note that the rotational temperature of
the molecules in the molecular beam can be estimated to be77,78

∼100 K. Given the relatively low mass of deuterium, this means
that the angular momentum of the molecule is low: the
probability is negligible forl g 3, where l is the rotational
quantum number. Now, to estimate the effect of angular
momentum, we stipulate the relationpl ≈ MIR(t)2θ̇(t) whereθ
is the angle between the molecular axis and the electric field
polaization. The total change in direction of the projectile is

Figure 2. (a) Effective force and bare Coulomb force between the nuclei as a function of their distanceR(t). (b) D-D bond length as a function
of time. (c) Kinetic energy andEeff per D nucleus as a function of time for the archetype run. (d) Center of mass kinetic energy (solid line) of the
D2 molecule as a function of time for the archetype run. Also shown, the electric field (dotted). All results refer to the archetypal run. In runs a,
b, and d, the external electric field is superimposed as well.
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therefore: ∆θ ≈ l ∫0
∞ (pdt/MIR(t)2). The integral can be

estimated from our quantum simulation and is on the order of
0.07. Thus, the probable change inθ is 0.07 and the largest
change is 0.14. Since cos[0.14]) 0.99, we estimate that the
rotational effects can change the results by only a few percent.
During the short pulse, there is not enough time for any angular
change.

IV. Other TDDFT Functionals

To check the sensitivity of the results to the underlying
electron dynamics theory, we performed a time-dependent
Hartree-Fock (TDHF) simulation of the Coulomb explosion.
TDHF in the case of D2 is a time-dependent density functional.
TDHF does not suffer from self-interaction (most notably, self-
repulsion) effects, as does the TD-ALDA. However, TDHF does
not account for electron correlation. We have also studied the
new functional48 we term the ABN1 functional described in
detail in section 2. This functional enjoys the benefit of including
correlation effects (somewhat similar to the ALDA) while on
the other hand not suffering from long-range self-repulsion.

The resulting distributions using TDLDA, TDHF, and the
ABN1 functional are shown in Figure 4, compared with the
measured curve33 (all distribution curves are normalized). The
theoretical curves are all similar in shape but much narrower
than the experiment.

The experimental most probable kinetic energy is∼6.5 eV.
Of the three theoretical variants, the closest is the TD-ALDA
curve. It peak at 7.5 eV, a significant deviation. The TDHF
and the ABN1 functional give almost identical results, peaking
at ∼8 eV. This is somewhat surprising, since the ABN1
functional enjoys the correlation effects similar to TDALDA

Figure 3. (a) KE distribution of the D+ vs initial bond length and momentum. (b) Ionization as a function of time for the two initial bond lengths
of 1.42a0 and 1.12a0 (zero initial momentum). (c) Distance between the D nuclei as a function of time at different initial positions. (d) Ionization
as a function of time for the two initial bond lengths of 1.42a0 and 1.12a0. All results shown use ALDA.

Figure 4. Kinetic energy distribution: experiment33 (dashed) and
calculated, based on TD-ALDA (solid), TD-HF (dotted) and the TD-
ABN1 functional.
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while not including self-repulsion. The conclusion we must draw
is that the TD-ALDA enjoys an error cancellation effect which
is disturbed when it is corrected for self-repulsion. TDHF
calculated final kinetic energy peaks too high relative to TDLDA
calculations because it predicts too high ionization rates. In
Figure 5, we find that in TDHF complete ionization is achieved
∼1.5 fs before it is achieved in TD-ALDA. Thus, the deuterium
nuclei are exposed unscreened by the electrons when they are
closer, resulting in a more violent explosion.

V. Discussion

In this paper, we have presented several ab initio simulations
of recent Coulomb explosion experiments on the D2 molecule.
Using the simulations, we can study the (classical) dynamics
of the nuclei as well as the dynamics of the electrons. We find
that these are intricately entangled, since although the laser
pulses are very short, the nuclei move considerably during the
pulse and such motion must be properly taken into account when
trying to reconstruct, for example, the nuclear position before
the pulse is given.

An interesting consequence of this study is that the D+ kinetic
energy distribution is very sensitive to the underlying TDDFT
functional. This shows that such experiments can form additional
benchmark systems for the development of future TDDFT
functionals.

An important conclusion from the present calculations is that
the combination of Ehrenfest molecular dynamics and the widely
used ALDA functional cannot properly account for the observed
results. A recent paper13 discusses the shortcomings of ALDA
alone for describing the single and double ionization rates in
He atom. We have also tested the recently developed ABN1
functional, which fixes several formal shortcomings of the LDA
functional while still taking correlation effects into account.
Combining it with molecular dynamics, it too was found
unsatisfactory, showing similar results to the TDHF calculation.
We concluded that in ALDA there probably exists a delicate
cancellation of errors, so that when self-repulsion is removed,
the overall performance of ALDA is less satisfactory.

Another noticeable fact is that all calculated results showed
much too narrow kinetic energy distributions. The experimental
distribution33 is not only wider but also rises toward low kinetic
energies (lower than 4.5 eV). This effect is not seen in the
theoretical calculation. The most probable kinetic energy was
found in calculation, when compared with experiment, to be 1
eV too high (ALDA) and 1.5 eV too high (BN1 and TDHF).

One possible cause for the poor correspondence with experiment
is that the TDDFT functionals lead to exaggerated large
ionization rate exposing the nuclei to the bare Coulomb repulsion
too early. It has been established that electron correlation should
be described with “memory functionals” within a current density
functional theory.59-62,79,80 In the linear response regime, the
memory effects introduce some viscosity-like behavior for the
electron “fluid” dynamics. Such an effect may decrease the
ionization rate, however to date there is no available memory
functional suitable for nonlinear-response dynamics. The need
for memory functionals results from the steplike dependence
of the ionization process on the nuclear separation. This results
in sudden rapid ionization which cannot be described properly
by adiabatic functionals.

The small width of the distributions may also be a result of
the use of classical Ehrenfest molecular dynamics. The theoreti-
cal simulations of Legare´ et al.,33 using a wave packet to
describe nuclear dynamics also showed a narrow distribution,
but these calculations are probably more appropriate for weaker
fields than considered here since they assume sequential
ionization. We are currently developing a new real-time first-
principles approach to describe combined electron-nuclear
dynamics where nuclei are treated quantum mechanically using
a derivative of a recent general theory,81 combined with a
TDDFT simulation.

An additional venue for future work is to study the Coulomb
explosion processes in larger molecules. Such systems include
a larger number of electrons and it will be interesting to compare
theory to new experimental results32 in order to study the
performance of TDDFT functionals.
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