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Real-time first principle simulations are presented of th&€Dulomb explosion dynamics detonated by exposure

to very intense few-cycle laser pulse. Three approximate functionals within the time-dependent density
functional theory (TDDFT) functionals are examined for describing the electron dynamics, including time-
dependent Hartreg~ock theory. Nuclei are treated classically with quantum corrections. The calculated results
are sensitive to the underlying electronic structure theory, showing too narrow kinetic energy distribution
peaked at too high kinetic energy when compared with recent experimental rédujts Re. Lett. 2003

91, 093002). Experiment also shows a low energy peak which is not seen in the present calculation. We
conclude that while Ehrenfesadiabatie-TDDFT can qualitatively account for the dynamics, it requires
further development, probably beyond the adiabatic approximation, to be quantitative.

I. Introduction nonsequential double ionization is a major dissociation chan-
, , ) , nel334142Fyrthermore, in such experiments, the short time it
Time-dependent density functional thebryTDDFT) is takes to ionize the electrons is expected to suppress many of

emerging as a useful tool for simulating the dynamics of e intricate electronnuclear coupling effects, as was shdn
electrons in molecules?® Combined with the Ehrenfest mo- ¢, 5 5 pulses in the case of H Despite this apparent
i ,29-31 i i . g . . . . .

lecular dynamics approaéﬁ, one obtains a potentially _ simplification, we find that considerable nuclear motion exists
powerful method for studying processes under strong electronlc(D_D distance extending by as much aa,3depending on
excitations. Yet, due to lack of appropriate experiments, the jnitial conditions) during the ionization process. This makes the
theory has not been sufficiently well tested. In this paper we ,reqent experimental setup a sensitive probe of the resulting
discuss experimental results that can be used to study combineq,|ectron-nuclear dynamics, enough to compare and differentiate
electron-nuclear dynamics under strong laser field conditions. poveen time-dependent density functional theories
We focus on Coulomb explosion experimefté® detonated . . . ' .

P P In this work, we examine three TDDFT functionals. The first

by short and intense laser pulses, as recently repéttéte . . X - .
. . ; .. _is the simplest TDDFT approach, the adiabatic local density
pulses rapidly double-ionize the molecules, shattering them into approximation (ALDA). The second functional is the time-

positively charged fragments which then recede under the ) L

influence of the Coulomb repulsion. We simulate the experiment d.e pelntdepttHa_Ir_tlgel_?;o.ck (T(?HF.)t' F?r mf[(.) eIelcE[rhons n ‘?I_T]'n't'al

in real time using a first principles approach (i.e., no adjustable tsmg et state hich IS a ter;5| ythung.;?na e%ryt. erethare

parameters) founded on two major approximations. The nuclear WO ISsues which account lor the difierence between these
approaches: electron correlation and self-interaction. ALDA

dynamics is treated using classical mechanics, with the electron . . .

nuclear force derived from the instantaneous mean eleetron 2COUNts _(approx_lmately) for_ electron correla_1t|on. Yet, it suffers

nuclear Coulomb potential. We also correct classical dynamics, from self-lnte_ractlon. TDHF Ighores correlation altogether, but

to some degree, by sampling the initial conditions from an has no spurious s_elf-mterac_tlo_n. A recent study of the exact

approximate (i.e., Gaussian) Wigner distribution corresponding ehxchange-cfprltjel_atlc_m poten?arllln: cl)_ne-dln;tﬁegsmnall ?Oﬁel for

to the initial vibrational ground-state. The second approximation the strong field lonization of the Hellum atdfirevealed that
derivative discontinuiti€® have an important role in a correct

involves the description of the electron dynamics within o X e
approximate time-dependent density functionals. One benefit 9€Scription of the observed nonsequential double ionizfi¢h.
of the approximation is that it is essentially from first principles owever, ALDA cannot account for derivative discontinuities.
and includes no prejudice as to the mechanism of the ionization 1his is mainly because ALDA includes spurious self-_lnteract_lon.
and the nuclear motion As noted above, TDHF does not suffer from self-interaction.
" Yet, since it completely neglects electron correlation, it has been
f s)V\\:Z rslhigtsee n?et%ela&gh\?vimglf isr:f(r::rsee d fnga?];)i?szlt;?pﬁgg Eo shown to lead to incorrect results of nonsequential ionization
a smail molecule, such as,Drhis set of conditions are reported as well as overestimating the tunneling rate under strong laser
’ intensities’” This prompts us to use a third functional, the

in the recent experiments of Ledag¢ al3® This system is a ) .
. N recently developed density functional, the Babieuhauseg
prototype for developing methods to study the fusion induced » = 1 (BN1). In a time-dependent context, we call it the

by Coulomb explosion in large deuterium clusté&¥4? In this . . X ; ,
regime of pulse strength and pulse duration, it is expected thatad'abatlc BN1 (ABN1) functlongl. Thls_fL_JnctlonaI does not
suffer from long-range self-repulsion and it incorporates ground-

state correlation effects similar to that of ALDA.
T Part of the “Chava Lifshitz Memorial Issue”.
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functionals we try do not successfully account for the experi-
mental results. We attribute this failure to the fact that the
calculations exhibit much too high double ionization rate. This
is somewhat similar to the case of strong field ionization of

He?” However, the failure has other sources, as discussed in

the summary.

We first describe the theoretical and numerical method in
section Il. We then present, in section lll, the results of an
archetypal run using TDDFT and the kinetic energy distribution
of the exploding nuclei calculated within the adiabatic local
density approximation (ALDA). In section II.B, we present the
results of the simulation with two additional TDDFT functionals.
A discussion of the results is given in 0.

Il. Theory

A. Ehrenfest Molecular Dynamics within TD-ALDA. An
ab initio study of the lasermolecule interaction under fully
realistic conditions is still beyond our reach. Our approach
therefore starts by an approximation that tenuclei of the

molecule can be treated classically. The total force on nucleus

I (=1, ...,Ny) is composed of the mutual Coulombic repulsion,

theaverageelectronic attraction, and any external homogeneous g rn—

electric fieldE (due to a laser or static field):

ZIZJ
F{R}EN = Zm(% -R) -
J | Zl
S n(r)—— —R) & + ZE (2.1)
r—R/?

wheren(r) is the electron density at poimtandR;, Z; are,
respectively, the position and charge of nutlén all formulas
we use atomic units¥4meo = 1, A = hi2z = 1, andue = 1,
wheree, ue, €0, andh are respectively the electron charge, mass,
the vacuum permittivity, and Planck’s constant.

The Born-Oppenheimer ground-state potential surface is

computed using the local density and local spin-density ap-

proximations (LDA and LSDAY?5° We now briefly outline
the LSDA. LDA is obtained by constraining the equality of spin-

up and spin-down densities. The electronic density is assumed

to be represented by KokiSham (KS) orbitalsn«(r), n =1,
..., N2 (N is the number of electrons, assumed to be even),
ands = 1} designates the spin of the orbital:

Ne/2

()= lynE s=1t

n=

2.2)

The total electronic density is the sum of spin densities:

n(r) = my(r) + ny(r) (2.3)
The orbitals are obtained from the KS equatfén:
1
_Evzwn,s + vs(r)wn,s = €ns¥ns (2.4)
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nuclei:

Z

Ny
o RN =3 (2.6)

Ir —Ry|

vu[N](r) in eq 2.5 is the repulsive electrostatic potential energy
due to interaction of an electron with the electronic charge
densityn(r) = m(r) + ny(r):

n(r')

Ir—r

vylnl(n = [ o (2.7)

Finally, the exchange-correlation (XC) potential is given by

oxclil(r) = N )exc(n(r)] (2.8)
whereexc(n) = ex(n) + ec(n) is the XC energy per patrticle of
the homogeneous electron gas (we use dgrand ec the
parametrizations of ref 51). We have also tested other XC
potentials, as described below. Equation 2.4 must be solved self-
consistently with egs 2.2 and 2.5. Once this is achieved, the
Oppenheimer energy cur¥&{{ R}). In the present case,
the molecule studied 9, and the potential curve only depends
on the distance between the two nuclei, thus we denote it as
VadR).

Next, we discuss the dynamics of the nuclei and the electrons
in the molecule under the influence of a homogeneous electric
field pulse of durationT and frequencyv given by

sinz(nTt) t<T
0

E(t) = ZE, cos @t) x (2.9)

otherwise

In the present calculation we usé&g = 0.28E;,, T = 17.2fs
andw = 0.056EA 71 in accordance with one of the experiments
of Legareet al33

To compute the ensuing dynamics, we use the Ehrenfest
molecular dynamics approaéh? leading to the following
equation of motion for the nuclei:

MR, = F[{R®)}, E®), n(t)]

We have also added corrections for quantum effects, by
sampling the initial conditions for this equation from the ground-
state vibrational wave function of Deuterium.

The time dependent electron densify,t) is calculated using
time-dependent density functional theory, in the adiabatic local
spin-density approximatiohThis is done by solving the time-
dependent KohaSham equations:

D)
0t

—2Volt) + (), (RO}, EQN) ), (211)

(2.10)

whereus is given in eq 2.5. The real-time approach to ALDA
has been shown to be a useful tool for analyzing a variety of

Here and throughout the paper atomic units are used. Wheremolecular electron dynamics proble%3457 Recently, new

the spin-polarized effective potentiak(r) depends on the
density:

v Ni{R}E](r) =
vuln](r) + v, (F{R}) — E-r + oy [N(r), (2.5)

whereu (r) is the potential energy due to interaction with the

methods were developed for including nonadialS&teffects
in the exchange correlation effeéfs®?

Ehrenfest molecular dynamics (EMD) approach was evaluated
by Uhlmann et af3 for a setting similar to ours. They studied
H," ionization by strong electric pulse, for which full quantum
mechanical results exif§.One conclusion of their study was
that EMD is impressively accurate for strong laser fields, once
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TABLE 1: Parameters A'V in Eq 2.15 for Two Values ofy

i y=1lag? y=0.83""1

0 5.37708359 4.32761343
1 —2.22492999 —1.79674968
2 0.14024288 0.18079773
3 7.09028096 2.53111942
4 15.67508416 23.05256819
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energy of a screened Coulomb interacting gas of particles, based
on ref 68:

3ke

=7l = —— [V

& [n] 4nH(kF)’ (2.16)
whereke is the Fermi momentum of the HE®; = (372n)13

the electron is properly described by a large enough GaussiananOI

basis set. In our study, we use a grid for describing the electronic
wave function and we do not expect any such basis set problem.
B. Time-Dependent Hartree—Fock Calculations. The TD-
DFT method described in the previous section can be easily
modified to accommodate the time-dependent Hartfeeck
calculations. One need only replace the exchange correlation
potential of eq 2.8 by the Hartre¢-ock exact exchange
operator, which in the present 2-electron singlet context is
nothing more than the potential:

vr) = (2.12)

_UH(r)

C. ABN1 — A Functional Without Long-Range Repulsion.
The self-repulsion in LDA prevents the functional from describ-
ing correctly the derivative discontinuities in the exchange
correlation potentia?® This problem also extends to time-
dependent ALDA and was recently shown to have an important
role in correct description of ionization processes in helfdm.
The time-dependent Hartre&ock method does not suffer from
this drawback. However, it completely neglects correlation.
Recently a DFT functional was developed that does not have
long range self-repulsion, accounting correctly for the asymptotic
potential and for derivative discontinuit§.We refer to this
functional as ABNL1.

The functional is described here, referring the reader to ref
48 for explanation of the method. The XC potential of the ABN1
functional is given by

d
Uelnl(r) = NNl + 25(r),  (2.13)
where the explicit nonlocal exchange (which for 2 electrons
takes the form of a potential) is

n(r’ )e yir=rl

v (r) = 2-f r

Herey is a parameter of the functional, which assumes the value
y = lag % Furthermore, in eq 2.13}.(n) ek(n) +
ny(yrec(n), whereeg(n) is the LDA correlation energy per
particlé! and the factow, (yrs) (rs® = 3nag®/4x is the Wigner-
Seitz radius) is given by

dr (2.14)

B

+Ay2X3+Ay3 3/2+(Ay4

1) = — In X)x

(2.15)

C
A},O + Aylx—i— NG

This form for#, and the value of the paramete@= 1.6976,

B = 12.8 ensures correct asymptatic— o andrs— 0 limits.

The low-density behavior of is determined from an analogue
of Wigner's theory for low-density gas of particles interacting
by a screened Coulomb potentfadnd the high-density limit,

is based on correlation energy estimates given in ref 67. The
parameters\,, i = 0, ..., 4 are determined using Monte Carlo
calculations, as described in ref 48. For= 1a;"* and 0.8, !

they are given in Table 1. Finally} is the local exchange

q

6 40|tan_

HEO=1-% -3

1(q) (12+q)|n (q +1)

(2.17)

We have recently provéd that y can take values from a
continuous range of values. Thus, while the choiceyaf
arbitrary, takingy = 1 or 0.8 hardly affects the results.

D. Implementation Issues and ParametersThe Kohn Sham
(or TDHF) egs 2.11 are implemented using a plane-waves
basig®"tand pseudopotentialdwith cutoff energy of 3y, a
cubic cell size of size 3. The calculation consists of a single
orbital, i.e., closed shell zero spif.A fifth-order adaptive
Runge-Kutta method* was used to evolve the electron density
in time. The position and velocity of the nuclei (eq 2.10), was
updated using the velocity-Verlet method, with time stephof
= 0.5hE; L. Typically, the electronic time-step is much lower
(by a factor of about 20) than the nuclear time-step.

To remove the outgoing electron flux, which is rendered
“ionized”, an absorbing complex potentialis placed in the
asymptotic directions. The form of the imaginary potential is
as follows: W(r) = w(x) + w(y) + w(2), with w(x) defined by

— 1 f— n
W(x) = @A+ in(xl—a)" a< X 5 L/2 (2.18)
0 otherwise
The parameters are given by:= 3, a = 7ap, andy = 3.8 x
1074E,.

We have made extensive checks that the results shown are
well converged, in space by increasing box size and grid-point
density, in time by checking the propagator time-step and in
terms of the absorbing potential parameters.

I1l. ALDA Results

A. Archetypal Run. Let us first study in detail the results
from a single case considered “Archetypal”. The archetype set
of initial conditions describes a molecule aligned along the
electric field polarizationZ axis); the nuclei start with zero initial
velocity at the separatioReq corresponding to the minimum of
the adiabatic potential surfatgq The electrons start from their
Kohn—Sham ground-state orbitals at this nuclear configuration.
The field E(t) = E(t)z is then switched on and the resulting
dynamics is followed numerically.

At t = 0 the field is turned on and starts to shake the electrons,
exciting and subsequently rapidly ionizing them. We monitor
the electron flux through a plane situatedzat 6a, (parallel to
thex—y plane) as a function of time. This rate is shown in Figure
la. The flux is highly correlated with the electric field. lonization
starts att ~ 3 fs and ends at = 9 fs when most electronic
density is far enough from the nuclei (in practice most flux
reaching a distance larger thaa,8s absorbed by the complex
potential). An interesting feature is the small amount of
recollision, i.e., negative flux through the plane, meaning that
the high harmonic generation yield is expected to be small.
Another noticeable effect is the small sharp peaks in the flux at
t = 7.7 to &iE, L. These peaks occur when the-D distance
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Figure 1. (a) Rate of electron crossing a plane perpendicular ta-#irés atz = 6a, as a function of time (solid). Also shown, are the electric field
(dotted) and the BD distance (dashed). (b) lonization vs time. About 99% of ionization is achieved adihections. Results are for the archetypal
run.

is around 2,, and they are probably due to resonances that out of the inter-bond region. For example, in the D distance
enhance ionization. range of 2.3p and 2.5y, the effective force is practically equal
In Figure 1 (right panel), we show the integrated flux in the to the bare Coulomb force, indicating that most of the electronic
positive and negative directions of tkzeaxis. The results for density has been pushed out of the inter-bond region. Subse-
the two channels will depend sensitively on the phase of the quently the laser intensity dies off as the electric field changes
laser. However, the sum of the two channels will not. its sign and some electronic density returns to screen and weaken
Because of the short time duration needed to achieve full the bare Coulomb force. By the time the nuclei reach a distance
ionization, one wonders if the nuclei have enough time to move of 3.2a, the probability of electrons being in the bond region
at all. The simplest approximation then would be to assume is zero (ionization complete) and the force is purely a Coulomb
they are stationary during the ionization. This would give an repulsion.
upper estimate of the final kinetic energy per nuclei (at the bond  We plot the distance between the two D nuclei as a function
distance oR = 1.42a;) equal to the Coulomb repulsion energy of time in Figure 2b. It is seen that the distance grows
Eep~ 9.6 V. The Legdret al. experimeri shows however monotonically with time. Initially the growth is slow. After about
that the final kinetic energy of the deuterium nuclei is around 5 fs the appreciable ionization sets in and detonates the explosive
6.5 eV. This means that the nuclei moved considerably during nature of the process lonization is more or less complete-at
the ionization process. Indeed, under the conditions of the 9 fs, i.e., when the nuclei are at a distanceRof 2.6ap.
experiment, the situation is radically different from ordinary A useful way to determine the final kinetic energy is to
chemical conditions. Once a large part of the electronic cloud evaluate the “effective energy” of the exploding nuclei
is torn away from the molecule, the force of repulsion between
the nuclei is very strong. We define asffectve force of
repulsion between the deuterium nuclei using the computed
relative acceleration

E= iR+ 5 (3.2)
whereu is the reduced mad¥l/2. E¢ converges to the final
kinetic energy much faster than the bare kinetic energy. This is
seen in Figure 2c, whelg/2 (the average energy per nucleus)
whereu is the reduced mass. This force, as a function of nuclear is practically converged to the final kinetic energy per D value
distance is compared with the bare Coulomb force of repulsion of 7.6 eV att ~ 8 fs, close to the completion of ionization.

in Figure 2c. In this calculation Since the force is computed  Since the molecule is symmetrical and initially neutral, the
for a pair of atoms starting in the equilibrium point, it is zero kinetic energy of the center of mass (CM) motion is small when
at the initial bond length. As the laser is switched on, the force compared to the relative kinetic energy. In Figure 2d, we show
is seen to be completely repulsive. At distances close to thethe temporal CM kinetic energy. Up to= 5 fs there is almost
ground-state minimum this is no surprise, the electric field no interaction between the center of mass and the electric field,
initially excites electrons to the repulsive excited-state potentials because the molecule is by large neutral. Subsequently, ioniza-
of D,. As the field strengthens the amount of excitation quickly tion sets in and the center of mass is affected by the laser field,
dominates (before ionization sets in) and the force between theexperiencing oscillatory kicks. As the pulse dies out, the
nuclei becomes even more repulsive. This phenomenon is a typaemaining CM kinetic energy is basically zero, thus not
of “bond softening”, reminiscent observed in'Hf¢ for weaker, contributing in any essential way to the kinetic energy of the
longer (and optical) pulses. The effective force is repulsive ionic fragments.

(positive) throughout the Coulomb explosion process. It contains  B. The D" Kinetic Energy Distribution. In the previous
oscillations which are due to the oscillating nature of the subsection, we described in some detail the Coulomb explosion
electronic motion, in response to the electric field. In Figure of an archetype case. To compare to experiment, we need to
2c, we also see a clear correlation between the repulsive naturegerform additional runs, sampling the quantum nature of the
of the force and the instantaneous value of the electric field. It initial vibrational state (we assume the holecule is in its
seems that the repulsive force increases when the electric fieldvibrational ground-state prior to the pulse). Assuming the nuclei
intensity is maximal since then electrons are effectively pushed explode along their molecular axis, the polarization axis angle

Feit = ;“R (3.1)
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Figure 2. (a) Effective force and bare Coulomb force between the nuclei as a function of their dif@nhde) D—D bond length as a function

of time. (c) Kinetic energy anée« per D nucleus as a function of time for the archetype run. (d) Center of mass kinetic energy (solid line) of the
D, molecule as a function of time for the archetype run. Also shown, the electric field (dotted). All results refer to the archetypal run. In runs a,
b, and d, the external electric field is superimposed as well.

is determined in experiment by adjusting the angle between when compared to that startingR¢= 1.12a,. This is the cause
polarization and mass-spectrometer. The effect of initial bond for the higher final kinetic energy.

length and initial momentum on the final'Tkinetic energy is The kinetic energy distribution is obtained by selecting the
shown in Figure 3a. The results are surprising. The most evidentinitial conditions at random from the Wigner distribution
feature is that the final kinetic energy becomes smaller when corresponding to the = 0 vibrationalD, wave function. We

the bond length is shortened. Intuition would have it that if the assume the wave function is a GaussjdR) 0 exp[—(1/20?)-
nuclei are closer, the final kinetic energy should be larger. If (R— Ry)?, with Ry = 1.423, ando = 0.18%y, these parameters
ionization was extremely fast, then the final kinetic energy per are a fit to the vibrational wave packet of the [btential curve

D* when the bond length is 1aj would be 12.4 eV, while for calculated using the LDA functional.

a bond length of 1.4® it is 9.6 eV. A plausible explanation C. Effect of Orientation and Rotation. The experimental

for the behavior seen in Figure 3a is that the ionization rate is setug® is such that (ideally) only molecules aligned with the
greatly reduced when the bond length is smaller. However, asfield polarization direction make it to the detectors. Of course,
seen in Figure 3b this cannot be: exactly the opposite happens'a small deviance from this is possible, however, and we have
The ionization rate when the bond is compressed is noticeably made simulations to ensure that the results presented above do
larger. Something else is happening. The puzzle is solved bynot change appreciably when the angle between the molecular
noticing that ionization does not start promptly when the pulse axis and the polarization changes a little.

is turned on. Because it takes time for the field to reach a high  Besides orientation, there may also be an effect of rotational
value, ionization starts only 4 fs after the pulse is turned on. motion during the explosion. However, this is negligible, as we
During this time, the compressed bond, startinfRat 1.1ag now explain. First, we note that the rotational temperature of
has time to relax and even stretch. This can be seen in Figurethe molecules in the molecular beam can be estimated'tdbe
3c. By the time ionization starts at 4 fs, the compressed bond ~100 K. Given the relatively low mass of deuterium, this means
length has become a stretched bond length at an extension othat the angular momentum of the molecule is low: the
1.8ay. This accounts for the fact that the compressed bond yields probability is negligible forl > 3, wherel is the rotational
smaller kinetic energy. During the explosion, the ionization as quantum number. Now, to estimate the effect of angular
a function of the instantaneous bond length is shown in Figure momentum, we stipulate the relatih~ MR(t)20(t) whered

3d for the two initial bond lengths. It is seen that the ionization is the angle between the molecular axis and the electric field
is higher at small bond lengths for ti = 1.42a, trajectory, polaization. The total change in direction of the projectile is
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Figure 3. (a) KE distribution of the D vs initial bond length and momentum. (b) lonization as a function of time for the two initial bond lengths
of 1.423, and 1.12, (zero initial momentum). (c) Distance between the D nuclei as a function of time at different initial positions. (d) lonization
as a function of time for the two initial bond lengths of lagand 1.12,. All results shown use ALDA.

therefore: A0 ~ | f5 (hdt/M/R()?). The integral can be 1.2 ' ' ' ' ' ' '
estimated from our quantum simulation and is on the order of TR ];ig[‘;‘: etal G g
0.07. Thus, the probable changefnis 0.07 and the largest ’ 15
change is 0.14. Since cos[0.14] 0.99, we estimate that the | — TDHF : s
rotational effects can change the results by only a few percent. —~ ’ y=1
During the short pulse, there is not enough time for any angular & ¢ 1 "
change. 2
SIS -

IV. Other TDDFT Functionals 9

To check the sensitivity of the results to the underlying 2 N__
electron dynamics theory, we performed a time-dependent 0.0 1 3
Hartree-Fock (TDHF) simulation of the Coulomb explosion.
TDHF in the case of Dis a time-dependent density functional. . T - : : - :

TDHF does not suffer from self-interaction (most notably, self- 3 4 5 6 7 8 9 10 11
repulsion) effects, as does the TD-ALDA. However, TDHF does
not account for electron correlation. We have also studied the E (eV)
new functionat® we term the ABN1 functional described in  Figure 4. Kinetic energy distribution: experimefit(dashed) and
detail in section 2. This functional enjoys the benefit of including calculated, based on TD-ALDA (solid), TD-HF (dotted) and the TD-
correlation effects (somewhat similar to the ALDA) while on ABN1 functional.
the other hand not suffering from long-range self-repulsion. The experimental most probable kinetic energy-&.5 eV.
The resulting distributions using TDLDA, TDHF, and the Of the three theoretical variants, the closest is the TD-ALDA
ABN1 functional are shown in Figure 4, compared with the curve. It peak at 7.5 eV, a significant deviation. The TDHF
measured curvé (all distribution curves are normalized). The and the ABN1 functional give almost identical results, peaking
theoretical curves are all similar in shape but much narrower at ~8 eV. This is somewhat surprising, since the ABN1
than the experiment. functional enjoys the correlation effects similar to TDALDA
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e B e ——— One possible cause for the poor correspondence with experiment
o= TD-ALDA is that the TDDFT functionals lead to exaggerated large
2.0 {|*=" TD-HF s ionization rate exposing the nuclei to the bare Coulomb repulsion

too early. It has been established that electron correlation should
! be described with “memory functionals” within a current density
functional theory®-627980|n the linear response regime, the
memory effects introduce some viscosity-like behavior for the
electron “fluid” dynamics. Such an effect may decrease the
ionization rate, however to date there is no available memory
functional suitable for nonlinear-response dynamics. The need
for memory functionals results from the steplike dependence
of the ionization process on the nuclear separation. This results
in sudden rapid ionization which cannot be described properly
=5 T by adiabatic functionals.
0r 23456 7 8 910011213 1415 The small width of the distributions may also be a result of
Time (fs) the use of classical Ehrenfest molecular dynamics. The theoreti-

Figure 5. Time schedule of ionization. TD-ALDA (solid) vs TDHF cal Sl_mmatlons of Lega_reet al.** using a wave papkta_t tq
(dotted) results. The field strength (dashed) is also given. describe nuclear dynamics also showed a narrow distribution,
but these calculations are probably more appropriate for weaker

while not including self-repulsion. The conclusion we must draw filds than considered here since they assume sequential
is that the TD-ALDA enjoys an error cancellation effect which ionization. We are currently developing a new real-time first-
is disturbed when it is corrected for self-repulsion. TDHF Principles approach to describe combined electmouclear
calculated final kinetic energy peaks too high relative to TDLDA dynamics where nuclei are treated quantum mechanically using
calculations because it predicts too high ionization rates. In & derivative of a recent general thedtycombined with a
Figure 5, we find that in TDHF complete ionization is achieved 1PPFT simulation. _

~1.5 fs before it is achieved in TD-ALDA. Thus, the deuterium  An additional venue for future work is to study the Coulomb
nuclei are exposed unscreened by the electrons when they ar&Xplosion processes in larger molecules. Such systems include

Ionization
=

closer, resulting in a more violent explosion. a larger number of electrons and it will be interesting to compare
theory to new experimental resiftsin order to study the
V. Discussion performance of TDDFT functionals.

In this paper, we have presented several ab initio simulations  Acknowledgment. This research was supported by the
of recent Coulomb explosion experiments on thenidlecule.  German Israel Foundation. The authors wish to thank Profs.
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of the nuclei as well as the dynamics of the electrons. We find comments and enlightening discussions. We also thank Prof.

that these are intricately entangled, since although the lasery, gyen for his help in estimating the molecular beam rotational
pulses are very short, the nuclei move considerably during the temperature.

pulse and such motion must be properly taken into account when
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